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Abstract—In this paper we propose a linearly constrained to the maximum eigenvalue of an autocorrelation matrix,
minimum variance receiver for space-time coded multicarrier and then, efficient algorithms for subspace tracking can be
(MC) CDMA system in frequency selective fading channels. ;a4 Through computer simulations it is shown that the
It is shown that in the proposed receiver the channel can be . . . .
blindly estimated as the eigenvector that corresponds to the proposed channel _e_stlmatlon a_lgorlthm_ achieves performan
maximum eigenvalue of an autocorrelation matrix, and then, comparable to traditional algorithms with less computeio
efficient algorithms for subspace tracking can be used. Computer COSt.
simulations indicated that the proposed channel estimation algo- ~ This paper is structured as follows. Section Il describes
C'Vmggg'igfns pfr?rmﬁ‘”ce ::omparable to traditional algorithms  {he space-time MC-CDMA system model. In Section Il the

putational cost. proposed constrained minimum variance receiver is intedu
and in Section IV a recursive least squares implementasion i
presented. The new channel estimation algorithm and an effi-

An important challenge for fourth generation systems ident implementation is shown in Section V. Some simulation
the selection of an appropriate multiple access schemehwhaxperiments are presented in Section VI, while Section VII
provides the data transmission at rates@j Mb/s for high— gives the conclusions.
mobility a_ppllcatlonS tol Gp/_s for low—mobility applications Il. SYSTEM MODEL
[1] and high spectrum efficiency up to0 b/s/Hz [2]. Two ) .
technologies are the keys to meet these requirements. Thé discrete model of a MC-CDMA space-time block coded
first one is the use of multicarrier (MC) transmission systentYStem employing Alamouti’s [4] scheme operating in fre-
in a multiple access scheme, such as code division mum‘%ency selectlve_ channels is deplcte_d in Fig. 1. This scheme
access (MC-CDMA). The second technology is the so-call&§€S WO transmit antennas antreceive antennas.

I. INTRODUCTION

multiple-input multiple-output (MIMO) systems which has B(,l

gained a lot of attention as an effective diversity techaiqu cp | Y

to combat fading and/or increase the capacity of wireless ST [ Spg?]?der-?' Pref\l}(?derﬂmsemO”J

networks [1], [3]. One of such techniques is the Alamoutisy i) :

space-time coding [4] which uses two transmit and multiple : Coding Other users \LXQ

receive antennas. Xi(i)| | spreadef . [ Precoder] | SF: 1 |
Blind adaptive linear receivers are promising techniques f Moew [T Fyo [

interference suppression in CDMA systems, as they offer an

attractive trade-off between performance and complexiy a Stack ‘wal

can be used in situations where a receiver loses track of the A P sJ

desired signal and a training sequence is not availableildbl | . - N Removal*—| P~ RXy

adaptive detector for space-time single carrier directisege ﬂ 5"“(%5 r@ ] : : V4

(DS) CDMA systems in flat fading channels was introduced r Y (2i+1) Re(r:n%val‘—\iiSJ

in [5]. It uses a Capon-like structure and requires only the

knowledge of the spreading code and timing of the user to
perform the detection. In [6] a constrained constant malulu Figure 1. Alamouti MC-CDMA transmission system.
receiver for the frequency selective channel case is pempos )

In this work we propose a constrained minimum vari- Alamouti MC-CDMA proceeds as follows. The symbols
ance receiver for space-time multicarrier CDMA system if'e first space-time coded by the space-time enca¥ig(;),
frequency selective channels that incorporates a new bli§ich maps the symbols of uséraccording to:
channel estimation algorithm. It is shown that the channel N sk(21) —s57(2 + 1)
can be blindly estimated as the eigenvector that correspond k(i) = Viok sE(2i+1) s57.(21) @



wherep, = E}/2, E} is the transmitted energy for userand andE [-] stands for Hermitian transpose and ensemble average,
(-)* denotes complex conjugate. It is assumed that symboéspectively.
sk(i), drawn from some constellation with zero mean and The receiver must remove the guard interval from the
unit average symbol energy, are independent and identicakceived signal to eliminate IBI. This removal is represdriy
distributed (i.i.d.). Different rows ofXy (i) refer to different the matrix R = [0/« | Ir]- The received column vectors
branches of the transmitter (see Fig. 1) whereas differant(2i) = Ry, (2i) andr,(2i + 1) = Ry} (2i + 1) can be
columns refer to different symbol periods. rewrite in compact form by noting that
Two spreading codes aof/ binary chips per symbol are ) "

assigned to each user, one for each rowkqf(i). Each spread RHjy (20)TFycj = Vikhjn )
Sympol is modglated in muIticarri.er fashion by tIM x M where V;, = Fildiag(c,;)F 1, diagz) is a diagonal
matrix F, that implements &/-point DFT, normalized such matrix with the components af as its nonzero elements, and
that, Fiif iy = Fiy Fyp = Iy After that, in order to avoid F,, ; is a M x L matrix formed with the firstZ, columns
interblock interference (IBI) at the receiver, a cyclic fore of the matrix that implements the (non-normalized)point
guard interval of lengtiz is inserted,G must be at least the pFT, Equation (4) comes from the fact that when cyclic prefix
channel order. This operation is represented Bsal\/ matrix s ysed as guard intervalRH ;,,(2i)T is a circulant ma-
T trix and can be decomposed &3:diag b, (2i))Fys, Where

T = { OG“‘?G R } h;.(2i) is the frequency response of the chanhig| (2i), i.e.,

M hjn(2i) = Farxphjn(2i).

where P = M + G, I, represents an x m identity matrix Then,
and 0,,«, represents ann x n null matrix. Finally, each

K
block is serialized and transmitted through antermxa or ro(20) = Z\/ka[Vikhm(?i)Sk(?i)
TX9, according toXy (). 1
The channel impulse response from thi¢h (j = 1,2) +Vorhon(20)s,(2i + 1)] + 1, (20)  (5)

transmitter to then-th (n = 1,2,...,N) antenna in the

receiver,h;, (i), is modelled here as a FIR filter with taps K
whose gains are samples of the channel impulse response ¢, (2i +1) = Z\/Fk[—‘ﬁ’%hfn(%)sk(?i‘F 1)
complex envelope. k=1

Assuming that during two symbol periods each multipath +V5.h3, (20)s5(29)] +n (20 +1) (6)

channel impulse response remains constant, that;jg2i) =

Bjn(2i + 1) = [hjno(20) ... hjno_1(20)]T, the transmission Stacking all the column vectous, (2i) andr, (2i+1), n =

through the multipath channel can be represented Bysap 1, IV, we get the observation vector
lower triangular Toeplitz convolution matrikf;,, (2¢), whose 71 (20)
first column is[h;, 0(2i) ... hjn—1(20) 0 ... 0]7. r1(2i+ 1)

As we consider a downlink scenario, where the signal for(.)
the users experience the same channel conditions, theedcei

vectors collected on the-th antenna over two consecutive TN (2@
symbol periods are rn(2i+1)
K
K . ~
. . . = S o {®h(i)s 2i+\I’h*is.2i+1}
yn(2i) = Hy,(20)TF}l Z /orc1isk(20) ; Pk{ rh(i)sk(20) kR (@)sk( )
e +(i) )
+Hon (20)TF{] > /prcors(2i + 1) where ]
k=1 T, = Iy ® Vik  Omxer ®)
+7’Ln(22) + nn(2z) (2) L O]L[XL ‘/22
~ [0 \ %
L& b=y | M V] ©
Yn(2i+1) = —Hy(2)TF] > /prewrsi(2i+1) L Vi Omxe
k=1 and the2 LN dimensional vector
K r .
+Ho, (20TFR S \Jpreansh(2) legg
k=1 21
+n,(2i+ 1)+, (20 + 1) (3) h(i) = : , (10)
wheren,, (i) is a complex white Gaussian noise vector whose ZiNESz;
L 2N

n

covariance matrixt [n,(i)nf (i)] = o*Ip andn,(i) rep-
resents the interblock interference (IBl). The operateyd which we call the composed channel.



I11. LINEARLY CONSTRAINED MINIMUM VARIANCE IV. A RECURSIVELEAST SQUARESIMPLEMENTATION

RECEIVERS The recursive least squares solution in the previous sectio

In the following, we assume without lost of generality thalf'Ses Kalman RLS recursions to compute recursively. (i)
user one is desired and drop the user indexThe design of and the associated matrices and eigenvectors needed for the

the receiver filteraw = [w  w] € C*N*2] based on the n?'['lmur,n variance receiver filter parameter le(.:tgrs. Once
minimum variance (MV) criterion uses the output energy asB-- (1) i updated, we can form the matnk R,.,. (i)W and

cost function to be minimized: compute its minimum eigenvalue and associated eigenvector
directly applying SVD decomposition.
Juv(w) = trw” R,,w) The updated formulae are as follows. First compute
= w'R,,w+ w"R,, @ (11)

RA0) = 1 [Bedi-1) - w6 - 1], a7)

— Ny H (

whereR,.. = E [r_(z)r (z?].and tf-] stands for trace. where (i) is defined as the Kalman gain vectap(i) =
In order to avoid the trivial solutionw = 0 and anchor the . ) ) \ N RE

R, (i—1)r(i),v(i) = [ﬁ +r ()R, (i — 1)7“(2)} and

desired user signatp is subject to a set of constraints T . _ rr
0 < A <1 is the forgetting factor. o
% =h Then, post-multiplying (17) by, T'(i) = R,.}(i)¥ can
T — b 12) be updated as [7]:
N = N\ H TS
whereh is an estimate of the composed channel (10). L) =+ [T - 1) —@OT@Or*@TGE -] (18)

Using the method of Lagrange multipliers, the optimum . —H— . .
receiver vector is obtained as and by applying the SVD on¥ I'(:) we can obtain the

channel vector estimate as the eigenvector associatedhveth

Wop = R;;@(WHR;}@)—% minimum eigenvalue oﬁHf(i). In order to avoid the SVD
Dot = R;,}‘i({IVIHR;j\TI)‘lﬁ* (13) decomposition, the inverse power method can be used [8]:
. 1
and the resulting output variance, givan s v(i) = tr [@Hf(i)}
~ —H _ _ {=—_ 12 ~ — H— ~
Ty (Wop) = RAE@RII®) R h(i) = [IQNL - y(i)por(z')] h(i —1)
+hT (TR W) TR, (14) o h(i)
h(i) = —— (19)
The optimization of the channel estimate maximizes (14) as IR
. Finally, the receiver vectors are estimated @agi) =
hop = arg max {ﬁH (T"R.®) o(T(h(), @(0) = a(T()h"(i), where a(i) =
lIRli=1 R (i))® T (i)h(i).
+RT (‘T,HR—1;I“,) -1 ﬁ*} . (15) The value for the input signal autocorrelation matrix ateim
" zero is [7]
~ ~ ~ ~ ® H —1 —2 —(M—-1
Using the fact thath” (W7 R1W)~1h* is real valued R, (0) = Eydiag1, A" A2, A7) (20)

and taking into account the conjugate symmetric propertighere I, is the forward prediction error energy and must be
induced by space-time block codes [B],,; can be estimated 4 positive value. At instant zer®(0) = R, (0)®.
Slmply by rr

V. A DIFFERENTAPPROACH NEW CHANNEL ESTIMATION

~ N . N1
hopt = arg max h'! (\I:HR;,}\II) h. (16) ALGORITHM

IA]=1 If we define the matrices
whose solution is the eigenvectcl)r corresponding to the maxi Q= R;;@(WHR;}@)*
mum eigenvalue O(WHR;,}@) or to the minimum eigen- Q=R 'U(TIR1¥)? (21)

—H o . .
value of & R,W. Note that sincé,, is an eigenvector of then, the receiver filters in (13) can be rewritten as
(¢ R,}W¥)~!, the minimum variance receiver filters in (13)

are given byw,,, = aR, Thyy, W = aR, Th,, Wopt = Qh
wherea is the eigenvalue associated to the eigenvehigy. Wopt = Qb7 (22)

In the next sections we consider possible efficient recersiy,q the resulting minimum variance, (11):
least squares implementations, and derive the new channel o .
estimation algorithm. Juv (Wopt) = K Q" RprQh + K" QY R, Qh*.  (23)



As before, maximizing the minimum variance, and usinmatrix R,., .., (i) is rank-one updated and low computational
the fact thathTQHRth* is real valued and taking into complexity algorithms are available to use. Moreover atks
account the conjugate symmetric properties induced byespathe principal components sequentially and is ideally suite

time block codesh can be estimated by when only the largest eigenvalue and the correspondingneige
H vector are needed, as in this case. The overall algorithm for
hopt = arg Hr’?ﬁxl h (Q RT’”Q> (24)  channel and receiver estimator is summarized in Tab. lleNot

" in Tab. Il that the estimation oR,., ., is not performed, thus
Defining 7, (i) = @ (i), with the autocorrelation matrix reducing the computational cost.
R, ., =E[F. ()7 ()] = Q" R,.Q, (24) reduces to

ibopt = arg max Rt RruTuh (25)
||h]|=1

Table Il
CHANNEL ESTIMATION BY THE PASTD ALGORITHM

Thus, the channel vector estimafe,,;, can be computed a) UpdateQ(i) as in (26)-(28)

it i ; it | b) Computer,, (i) = Q (i)r(i)
by the SVD decomposition, as the eigenvector associatdd wit ¢) Update the channel esimate using the PASTd algorithm:

the maximum eigenvalue aR,. ;.. (i) = BH (i — 1)y (i)
In practiceR,., ., is a rank-one updated matri,., ., (i) = a(i) = Aa(i — 1) + [|B(3)|?
AR, ., (i—1)+r,(i)rt (i), and therefore, vectdtopt can be h(i) = h(i — 1) + (7 (i) — h(i — 1)B(i))B* (i) /(i)

more efficiently computed by subspace tracking algoritramss, d) Compute the filteran(i) = Q(i)h(i) andw(i) = Q(i)h* (i)
will be shown next.

1) Remark: The computational cost associated with the
_ _ o . _H estimation of Q(i) in (28) is of the same order than the
Using (18), applying the matrix inversion lemma¥o' I'(i) - computational cost associated to compié I'(i) in (18).

A. Recursive Least Squares Implementation

and pre-multiplying the result by'(i) we get thatQ(i) = However, the computational cost associated to the channel
T(i)(T"T(i))~" can be estimated recursively as [7]: estimation, with dimensior2LN, by SVD is cubic and by
. T the inverse power method in (19) is quadratic while the cost
u(t) = ¥ ’P(A) (26)  of estimate the channel by the PASTd algorithm is linear,
o) = »"@H)QG-1) (27) thus, the proposed algorithm reduces the overall number of
= = NN H operations.
Q@) = [Qii-1)- V(IW(Z)vH(Z)} ’ p2) Remark: As can be noted, the channel estimates in (16)

a(i)o? (i) and (25) are mathematically equivalent. However, as shown
) (28) numerically in the Section VI, the estimate 6f(i) in (28)
converges faster than the estimate Idfi) in (18), so the
(0)(\1, T(0)! slower convergence of the PASTd algorithm is compensated
@nd the performance, in terms of bit error rate, of the mimmu
ariance receiver using (13) or using (22) for the proposed
gthod, is slightly better for the proposed algorithm.

the initialization is performed aé)( ) =

To estimate the channel vector without incurring mto th
high computational cost of the SVD decomposition, we prd
pose the use of two subspace tracking algorithms. The ir8
one is the so-called natural power method [9], which is the VI. SIMULATION RESULTS

fastest of the power methods to compute eigenpairs [10]. Theln this section we present results for a BPSK synchronous

channel estimation algorithm by the natural power methOdAﬁamouti MC-CDMA system that employ Hadamard se-
summarized in Tab. |, wherm( (¢)) denotes the Componentquences of lengthi/ = 16. In the first experiment we consider
of maximal magnitude Oh( )- a dynamic scenario where the system has initidllysers, the
Table | power level distribution amongst the interferers followog-
CHANNEL ESTIMATION BY THE NATURAL POWER METHOD normal distribution with associated standard deviatios dB.
After 1000 symbols,3 additional users enter the system and

a) UpdateQ(i) as in (26)-(28) the power level distributi_on_ amor?gst. interferes is looseth w
b) Computer, (i) — 5H (iyr() associated standard deviation being increasédi®. Because
0 UpdateR,,:M (B—ART o (0) + T (67 (3) we focus on a dovynlink scenario the users experience the
d) Update the channel estimate using the same channel conditions. The channel between each antenna
natural power method algorithm: in the transmitter and each antenna in the receiver/has4
f‘(f) = R&:u ()h(i —1) paths, whose gains are randomly drawn from a zero-mean
h(i) = m(h(i)) R ) complex Gaussian random variable and kept fixed throughout
d) Compute the filteran(i) = Q(i)h(:) andw(i) = Q(i)h* (i) each simulation run. The relative power of each path was set

to 0, =3, —6 end —9 dB. The forgetting factor was set to
The second method we propose to use is the PASTKd= 0.995 and the initial condition(0) = [1---0] for the
algorithm [11]. This is due to the fact that the autocorielat channel estimate was used. A guard interval lengtli’of 3



was assumed. The results are an averag800fruns. The
phase ambiguity derived from the blind channel estimatic
procedure is eliminated in our simulations by using the pha
of the first component oh as a reference.

In Fig. 2 we plot the mean squared error (MSE) of th
estimate ofQ (i) and the estimate o' T(), where the mean
squared error (MSE) is defined here as

MSE@() = E[I@-Qu)I3]
MSE@®'T() = E [IIWHT—WHT(YZ)II%]

MSE of h(i)

where Q and T''T are analytical matrices anfl - || is
the frobenius norm. We plot the MSE for a signal to nois

ratio of 15 dB respect to the desired user power level. Or ’40 500 1000 1500 2000
antenna § = 1) was used in the receiver. As stated befort Number of Symbols
the estimate of@Q(i) converges faster than the estimate of
@Hf(z) Figure 3. Channel estimation mean square error for dynami@soetN =
' 1.
35 T T 10°
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} ‘ | E_/N_=15dB
0 500 o 10?2 ool 1500 2000 0 500 1000 1500 2000
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. — —H=—,.
Figure 2. MSE(Q(:)) andMSE(¥ " I'(i)), N =1 Figure 4. Channel estimation mean square error for dynami@socetN =
2

In the same scenario, we assess the performance of the
proposed channel estimation in terms of mean squared error
(MSE). We compare the channel estimation in (16) by directly For the next experiment we use a sequence of time-
applying the SVD decomposition (SVD), the inverse powefarying channel coefficients for each uséf(i) = pa,(i)
method in (19) (IPM) and the channel estimation by thé = 0,1,2, ..., L — 1) obtained with Clarke’s model [12].
PASTd algorithm (PASTd). The channel estimation resulthis procedure corresponds to the generatioh nfdependent
using the natural power method (NPM) is not shown becausequences of time correlated unit power complex Gaussian
it yielded results similar to the SVD algorithm (with lesgandom variablesE[|a7(i)|] = 1) with the path weights
computational complexity). It is important to stress, heere p; normalized so thaEZL:"1 Ipi|? = 1. We use a four-path
that the NPM presents higher computational complexity thamannel { = 4) with relative power of0, —3, —6 and
the PASTd algorithm. —9 dB. The channel coefficients change each two-symbol

In Fig. 3 we plot the channel estimate mean square errpgeriod. The results are shown in terms of the normalized
for signal to noise ratio of) dB and 15 dB respect to the Doppler frequency f,T'), where f, is the Doppler frequency
desired user power level. One antenm& & 1) was used and T is the inverse of the symbol rate. In the simulations
in the receiver. As it can be observed, the PASTd chanrelf;7 = 0.0001 was assumed. The system is loaded with
estimate presents a convergence rate comparable to thieenvasers in a severe near-far scenario where each interfesea ha
power method and the SVD, however the minimum error gower level20 dB above the desired user, that is, near-far ratio
higher. Similar results are shown in Fig. 4, where two antsnn(N F'R) is equal t020 dB. In Fig. 5the bit error rate (BER)
(IV = 2) were used in the receiver. for the three algorithms. One antennd & 1) was used in



the receiver is plotted. It is shown that the proposed method]
performs as good as the SVD method, while the inverse power
method presents an instability for high signal to noiseogati (8]
in a time-varying channel. The results are an average0of

runs, each one consisting of 2000 transmitted symbols. o]

" [10]
SVD
----- IPM [11]
= = =PASTd
" [12]

BER

-2

-3

10 H H H H

E,/N,(dB)

Figure 5. BER for time-varing channef;7" = 0.0001, N = 1.

VIl. CONCLUSIONS

In this paper we proposed linearly constrained minimum
variance receiver for space-time multicarrier CDMA syséem
in frequency selective fading channels. A recursive least
squares implementation was presented and its was shown that
the channel can be blindly estimated as the eigenvector that
corresponds to the maximum eigenvalue of an autocorralatio
matrix. Efficient algorithms for subspace tracking wereduse
to estimate the channel and it was shown through computer
simulations that the proposed channel estimation algurith
achieves performance comparable to traditional algosthm
with less computational cost.
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