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Abstract

In this work we propose blind adaptive and iterative interference cancellation (IC) receiver structures for direct sequence

code division multiple access (DS-CDMA) systems in multipath channels. A code-constrained constant modulus (CCM) design

criterion based on constrained optimization techniques and adaptive algorithms for receiver and channel parameter estimation are

described for successive IC (SIC) and parallel IC (PIC) detectorsand a new hybrid IC (HIC) scheme in scenarios subject to

multipath fading. The proposed HIC structure combines the strengths of linear, SIC and PIC receivers and is shown to outperform

the conventional linear, SIC and PIC structures. A novel iterative detection approach that generates different cancellation orders

and selects the most likely symbol estimate on the basis of the instantaneous minimum constant modulus (CM) criterion is also

proposed and combined with the new HIC structure to further enhance performance. Simulation results for an uplink scenario assess

the algorithms, the proposed blind adaptive IC detectors against existing receivers and evaluate the effects of error propagation

of the new cancellations techniques.

1. INTRODUCTION

Multiuser detection is a set of techniques that deals with the suppression of multiaccess interference (MAI), increasing the

capacity and the performance of CDMA systems [1]. The optimal multiuser detector has been proposed by Verdú in [2],

however, its prohibitive complexity makes its deployment unfeasible and motivated the development of several suboptimal

schemes that are amenable to implementation: the linear [3]and decision feedback [4] receivers, the successive interference

canceller (SIC) [5] and the multistage detector or parallelinterference canceller (PIC) [6]. These suboptimal receivers require

the estimation of various parameters in order to carry out interference mitigation.

In most practical scenarios such as those subject to multipath fading channels, the parameter estimation of the receiver has

to be computed adaptively in order to track the time-varyingchannel conditions. Amongst the existing adaptive parameter
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estimation techniques, one can broadly divide them into twoclasses: supervised and unsupervised (blind) methods. In this

context, blind adaptive parameter estimation methods havebeen reported in [7], [8], [9] along with linear detectors and have

proven to be very valuable techniques that can alleviate theneed for training sequences, increasing the throughput andefficiency

of wireless networks.

For uplink scenarios, SIC [5], [10], [11] and PIC [6], [12], [13], [14], [15], [16] receivers, which are relatively simple and

perform interference cancellation by sequentially or iteratively removing MAI, are known to provide significant gainsover

RAKE and linear detectors. In this regard, the work on SIC andPIC detectors is very limited with respect to blind parameter

estimation in multipath, despite the effectiveness of these structures for the uplink.

The goal of this paper is to propose blind adaptive and iterative receiver structures that employ algorithms based on the

code-constrained constant modulus (CCM) criterion. Firstly, we describe a CCM design criterion for the receiver and derive

computationally efficient stochastic gradient (SG) and recursive least squares (RLS) type algorithms for receiver andchannel

parameter estimation. Secondly, we present SIC and PIC detectors and a new hybrid IC scheme, denoted HIC, that employ

a linear receiver front-end and an SG amplitude estimation algorithm. The new HIC scheme uses a linear detection front-end

with a SIC architecture and multiple stages for IC such as PICreceivers, gathering the strengths of the linear, SIC and PIC

receivers. The third contribution is a novel iterative (IT)detection method for the proposed SIC receiver that generates different

cancellation orders and selects the most likely symbol estimate on the basis of the instantaneous minimum constant modulus

(CM) criterion. The IT detection with the SIC scheme is then combined with multiple IC stages, resulting in an IT detection

with the new HIC structure that is shown to achieve very substantial gains over conventional receivers.

This paper is organized as follows. Section 2 briefly describes the DS-CDMA communication system model. The linearly

constrained SIC, PIC and HIC receivers, the CCM design criterion, the amplitude estimation and the blind channel estimator

are presented in Section 3. Section 4 is devoted to the proposed iterative SIC and HIC detection based on parallel arbitrated

branches and the constant modulus criterion, whereas Section 5 is dedicated to the derivation of adaptive SG algorithmsand

RLS type algorithms. Section 6 presents and discusses the simulation results and Section 7 gives the concluding remarksof

this work.

2. DS-CDMA SYSTEM MODEL

Let us consider the uplink of a symbol synchronous binary phase-shift keying (BPSK) DS-CDMA system withK users,

N chips per symbol, andLp propagation paths. It should be remarked that a synchronousmodel is assumed for simplicity,

although it captures most of the features of more realistic asynchronous models with small to moderate delay spreads. The

baseband signal transmitted by thek-th active user to the base station is given by

xk(t) = Ak

∞∑

i=−∞

bk(i)pk(t− iT ) (1)

where bk(i) ∈ {±1} denotes thei-th symbol for userk, the real valued spreading waveform and the amplitude associated

with userk arepk(t) andAk, respectively. The spreading waveforms are expressed bypk(t) =
∑N

i=1 ak(i)φ(t− iTc), where
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ak(i) ∈ {±1/
√

N}, φ(t) is the chip waverform,Tc is the chip duration andN = T/Tc is the processing gain. Assuming that

the receiver is synchronised with the main path, the coherently demodulated composite received signal is

r(t) =

K∑

k=1

Lp−1∑

l=0

hk,l(t)xk(t− τk,l) + n(t) (2)

wherehk,l(t) and τk,l are, respectively, the channel coefficient and the delay associated with thel-th path and thek-th user.

Assuming thatτk,l = lTc (the delays are multiples of the chip duration), the channelis constant during each symbol interval

and the spreading codes are repeated from symbol to symbol, the received signalr(t) after filtering by a chip-pulse matched

filter and sampled at chip rate yields theM -dimensional received vector

r(i) =
K∑

k=1

Hk(i)AkPkbk(i) + n(i) (3)

whereM = N + Lp − 1, n(i) = [n1(i) . . . nM (i)]T is the complex Gaussian noise vector withE[n(i)nH(i)] = σ2I, where

(·)T and (·)H denote transpose and Hermitian transpose, respectively,E[·] stands for expected value, the user symbol vector

is bk(i) = [bk(i + Ls − 1) . . . bk(i) . . . bk(i − Ls + 1)]T , the amplitude of userk is Ak, the channel vector of userk is

hk(i) = [hk,0(i) . . . hk,Lp−1(i)]
T , (2Ls − 1) is the ISI span, and the((2Ls − 1)N) × (2Ls − 1) diagonal matrixSk with

N -chip shifted versions of the signature of user k is given by

Pk =





pk 0 . . . 0

0 pk
. . . 0

...
...

. . .
...

0 0 . . . pk





(4)

wherepk = [ak(1) . . . ak(N)]T is the signature sequence for thek−-th user, and theM × ((2Ls−1)N) channel matrixHk(i)

for userk is

Hk(i) =





hk,0(i) . . . hk,Lp−1(i) . . . 0 0

...
. . .

. . .
. . .

. . .
...

0 0 . . . hk,0(i) . . . hk,Lp−1(i)




(5)

wherehk,l(i) = hk,l(iTc). The MAI comes from the nonorthogonality between the received signature sequences, whereas the

ISI spanLs depends on the length of the channel impulse response, whichis related to the length of the chip sequence. For

Lp = 1, Ls = 1 (no ISI), for 1 < Lp ≤ N , Ls = 2 and forN < Lp ≤ 2N , Ls = 3.

3. LINEARLY CONSTRAINED IC RECEIVER STRUCTURES

Let us describe the design of synchronous blind linearly constrained IC schemes. The proposed IC schemes in this paper

have a blind linear receiver front-end which is based on the code constrained constant modulus cost function [8], [9]. Inthis

section we propose a successive interference cancellation(SIC) receiver and an hybrid interference cancellation (HIC) receiver.
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3.1. Successive Interference Cancellation (SIC) Receivers

At each symbol, a SIC receiver select the strongest user (decreasing power level order) and then sequentially regenerates

and cancels the interference contribution of every user at each level. For the SIC the number of levels refers to the number of

usersK. The received signal at thek-th SIC level is described by

rk(i) = r(i)−
k−1∑

j=1

Âj(i)b̂j(i)ŝj(i), k = 1, 2, . . . ,K. (6)

andr1(i) = r(i), for k = 1 (the first user),Âj(i) is thej-th user amplitude estimate, theM × 1 effective signature estimate is

ŝj(i) = Cjĥj(i), whereĥj(i) is the channel estimate at levelj andCk is a M × Lp convolution matrix containing one-chip

shifted versions of thek-th user signature sequencepk:

Ck =





ak(1) 0

...
.. . ak(1)

ak(N)
...

0
.. . ak(N)





. (7)

The SIC technique exploits the power level difference between the users and performs very well in scenarios without tight

power control. However, it generally leads to non-uniform performance amongst the users [5], [10], [11].

The proposed SIC receiver detects users in a multilevel fashion using a blind receiver front-end. The receiver front-end

design determines an FIR filterwk(i) with M coefficients for userk, that provides a first estimate of the desired symbol as

given by

b̂k(i) = sgn
(
ℜ

[
wH

k (i)rk(i)
])

, k = 1, 2, . . . ,K (8)

whereℜ(·) selects the real part, sgn(·) is the signum function andrk(i) is the received signal at thek-th SIC level given by

(6). Consider the received signalr(i) and theM × Lp matrix Ck.

The code constrained constant modulus (CCM) receiver parameter vectorwk(i) results from the minimization of the constant

modulus (CM) cost function [8], [9]

JCM = E
[
(|wH

k (i)rk(i)|2 − 1)2
]

(9)

subject to the linear constraintsCH
k wk(i) = νhk(i), whereν is a constant to ensure the convexity of the CM-based receiver

(see Appendix I for further discussion). Assuming that the channel vectorhk is known, the expression for the CCM receiver

is [9]:

wk(i) = R−1
k (i)

[
dk(i)−Ck(CH

k R−1
k (i)Ck)−1×

(
CH

k R−1
k (i)dk(i)− ν hk(i))

)]
(10)

where

Rk(i) = E[|zk(i)|2rk(i)rH
k (i)], (11)

dk(i) = E[z∗k(i)rk(i)], (12)
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and

zk(i) = wH
k (i)rk(i). (13)

The asterisk denotes complex conjugation. We also note thatthe right-hand side of (10) is still a function ofwk(i) and the

channelhk(i). Adaptive methods for the estimation ofwk(i) and hk(i) are presented in Section 5. The channel estimation

adopted here computes

ĥk(i) = min
h

hHCH
k R−1

k (i)Ckh (14)

subject to ||ĥk|| = 1 and whose solution is the eigenvector corresponding to the minimum eigenvalue of theLp×Lp matrix

CH
k R−1

k Ck. The use ofRk given by (11) instead ofRk = E[rk(i)rH
k (i)], as in [17], avoids the estimation of bothRk and

Rk, and shows no performance loss as verified in our studies (seeAppendix II for further discussion). Unlike the original

channel estimator of [17], the proposed channel estimationscheme exploits SIC at thek-th stage to improve channel estimation.

It should be remarked that SIC renders itself naturally to exploit IC and enhance channel estimates.

The amplitude estimation procedure considers the optimization Âj(i) = minA E[||Ab̂j(i)ŝj(i) − rj(i)||2] and employs the

following adaptive recursion

Âj(i + 1) = Âj(i)− µ(Âj(i)ŝ
H
j (i)ŝj(i)− b̂∗j (i)r

H
j (i)ŝj(i)) (15)

3.2. Hybrid Interference Cancellation (HIC) Receivers

The proposed blind iterative HIC receivers employs the SIC in the first stage followed by multiple PIC stages. The symbol

estimates of the SIC stage, given by (8), are used as initial decisions and are further refined by the PIC stages. Thek-th user

received signal at the SIC stage which corresponds to the first stage of HIC receiver is given by (6) whereas for the remaining

stages of the HIC receiver structure (PIC stages), the received signal is given by

rk,m(i) = r(i)−
∑

j 6=k

Âj(i)b̂j,m−1(i)ŝj(i), m ≥ 2 (16)

whereb̂j,1(i) = b̂j(i) is the the symbol estimates of the SIC given by (8) andb̂j,m−1(i) is the detected symbol at stagem− 1

(m ≥ 2) for userj and symboli, which are given by

b̂k,m(i) = sgn
(
ℜ

[
wH

k (i)rk,m(i)
])

, k = 1, 2, . . . ,K ; m ≥ 2 (17)

We can clearly see the PIC concept expressed by (16) in contrast to the SIC concept in (6). In (16), for a given stagem and a

desired userk, the multiple access interference estimate due to all but the desired user is subtracted simultaneously from the

received signal while in (6) this interference cancellation is performed in a sequential fashion.

The amplitude and channel estimation procedures as well as the design of the detection filterswk(i) are accomplished at the

first stage (SIC) and used throughout the HIC architecture. It should be remarked that SIC renders itself naturally to exploit

IC and enhance channel estimates.
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4. ITERATIVE IC AND DETECTION BASED ON PARALLEL ARBITRATION AND CONSTANT MODULUS CRITERION

Here we describe an iterative (IT) SIC detection scheme based on the computation of different orderings and their exploitation

to enhance receiver performance. The proposed IT-SIC scheme is then combined with multiple stages, resulting in the proposed

IT-HIC scheme that combines the strengths of linear, SIC, PIC and the proposed IT scheme.

4.1. Iterative SIC Receivers (IT-SIC)

In the proposed IT-SIC detection scheme, depicted in Fig. 1,the blind channel estimates are provided to the bank of RAKE

receivers, whose outputs are used to compute different orderings for serial cancellation. The new IT approach generates Q

different orderings for interference cancellation, whichare carried out in the following way. For ordering vectorvq (1 ≤ q ≤ Q)

with K elements, that contains the cancellation order of each user, the receiver structure switches to the correspondingk-th

user blind adaptive linear detector and performs interference suppression.

The interference suppression is carried out at each stage bya linear detector whose parameter vectorwk(i) is designed with

the CCM criterion as given by (10) and provides an estimate ofthe transmitted symbol through (8), whererk(i) is the observed

vector at stagek. After linear interference suppression, the userk signalxk(i) is reconstructed, with the aid of channel and

amplitude estimates, and subtracted from the observation signal rk(i) at thek-th stage. This procedure is repeated for theK

users and theQ different orderings, yieldingQ detection candidates for every symboli and userk. The received signal for

the proposed IT scheme at thek-th level and orderingq is described by:

r
q
k(i) = r(i)−

k−1∑

j=1

Âvq(j)(i)b̂vq(j)(i)ŝvq(j)(i) (18)

wherevq(m) is the m-th index of the ordering vectorvq. The amplitude estimation considers the optimizationÂvq(j) =

minA E[||Ab̂vq(j)(i)ŝvq(j)(i)− r
q
j(i)||2] and employs the following adaptive recursion

Âvq(j)(i + 1) = Âvq(j)(i)− µ(Âvq(j)(i)ŝ
H
vq(j)(i)ŝvq(j)(i)− b̂∗

vq(j)(i)r
qH
j (i)ŝvq(j)(i)) (19)

The strategy to select the ordering vectorsvq is to provide sufficiently different local maxima of the likelihood function.

Unlike the related work of Barriac and Madhow [18] that employed matched filters as the starting point, we adopt blind linear

receivers as the initial condition and the instantaneous constant modulus cost function as the candidate selection criterion. In

addition, we also consider the optimum ordering algorithm as a generalization of our scheme. Let us consider the ordering

vector for aQ = 4 branch IT scheme. The first vectorv1 corresponds to a conventional SIC with users following a decreasing

power order and the remaining ordering vectorsvq are permutated versions ofv1 as given by:

vq = Mqv1 (20)

where

M1 = IK , M2 =




0K/4,3K/4 I3K/4

IK/4 0K/4,3K/4



 ,
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M3 =




0K/2 IK/2

IK/2 0K/2



 , M4 =





0 . . . 1

... . · .
...

1 . . . 0




(21)

where0m,n denotes anm× n-dimensional matrix of zeros and the structures of the matricesMq correspond to phase shifts

regarding the cancellation order of the users. Specifically, these matrices perform the cancellation with the following order:M1

follows v1; M2 with indicesK/4,K/4+1, . . . ,K, 1, . . . ,K/4−1 of v1 ; M3 with indicesK/2,K/2+1, . . . ,K, 1, . . . ,K/2−1

of v1; M4 with the reverse order ofv1. For more branches, additional phase shifts are applied with respect to user cancellation

ordering. Note that different update orders were tested although they did not result in performance improvements.

The CM cost function is then used to select the symbol estimates and their corresponding amplitudes, resulting in a

performance very close to the MMSE, as indicated in our studies. The final output̂bf
k(i) of the proposed IT-SIC receiver

chooses the best estimate of theQ candidates according to:

b̂
(f)
k (i) = sgn

[
ℜ

(
arg min

1≤q≤Q
CMq

k (i)
)]

(22)

where the best estimate is the valuezq
k(i) = wH

k (i)rq
k(i) that minimizesCMq

k (i) = (|zq
k(i)|2 − 1)2. The parameterQ

must be chosen by the designer and our studies indicate thatQ = 4 achieves most of the gains of the new structure and

offers a good trade-off between performance and complexity. In this regard, the optimal ordering algorithm is given by

b̂
(f)
k (i) = sgn

[
ℜ

(
arg min1≤q≤K! CMq

k (i)
)]

, where the number of candidates isQ = K! and is clearly very complex for

practical systems. The IT method employs the same filters, namely wk, for theQ orderings to compute the detection candidates

and requires additional arithmetic operations.

4.2. Iterative HIC Receivers (IT-HIC)

The proposed IT-HIC receiver employs the IT-SIC in the first stage and multiple PIC stages to further refine the symbol

estimates. The received signal at thek-th user of the IT-SIC stage which corresponds to the first stage of IT-HIC receiver is

given by (18)-(21) whereas for the remaining stages of the iterative HIC structure, the received signal is given by

rk,m(i) = r(i)−
∑

j 6=k

Âj(i)b̂j,m−1(i)ŝj(i), m ≥ 2 (23)

where b̂j,1(i) = b̂
(f)
j (i) which means that IT-HIC uses the symbol estimates of the IT-SIC given by (22) as initial decisions

and b̂j,m−1(i) is the detected symbol at stagem− 1 (m ≥ 2) for userj and symboli, which are given by

b̂k,m(i) = sgn
(
ℜ

[
wH

k (i)rk,m(i)
])

, k = 1, 2, . . . ,K m ≥ 2 (24)

The amplitude estimation and channel estimation procedures as well as the design of the detection filterswk(i) are accomplished

at the IT-SIC stage and used throughout the IT-HIC architecture.
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5. BLIND ADAPTIVE CONSTRAINED ALGORITHMS

Due to the mobile radio propagation channel, which is subject to impairments like fading and multipath propagation, theuse

of adaptive versions of multiuser receivers, coupled with dynamic estimation of the channel parameters, may present significant

gains while they present limited complexity. Here we describe SG and RLS algorithms for the blind estimation of the channel

and the parameter vectorwk of the SIC receivers using the CCM criterion.

5.1. Constrained Constant Modulus (CCM) SG Algorithm

To derive an CCM-SG algorithm let us consider the Lagrangiancost function

LCM = (|zk(i)|2 − 1)2 + 2ℜ
[
(CH

k wk(i)− hk(i))Hλ
]

(25)

wherezk(i) = wH
k (i)rk(i) andλ is a vector of Lagrange multipliers. An SG solution to (25) can be obtained by taking the

gradient terms with respect towk(i) which yields the following recursion forwk(i):

wk(i + 1) = wk(i)− µw∇w∗

k
LCM (26)

Enforcing the constraints onwk to beCH
k w(i + 1) = hk(i) and solving for the Lagrange multipliers we obtain:

wk(i + 1) = Πk(wk(i)− µwek(i)z∗k(i)) + Ck(CH
k Ck)−1hk(i) (27)

whereek(i) = (|zk(i)|2 − 1), Πk = I −Ck(CH
k Ck)−1CH

k . The normalized version of this algorithm is adopted in order

to make easier the choice of the step size, also guaranteing stability. The algorithm utilizesµw
µ0w (|zk(i)|+1)

|zk(i)|ek(i)rH
k

(i)Πkrk(i)
, where

µ0w
is the convergence factor. To estimate the channel and avoidthe SVD onCH

k R−1
k (i)Ck required in (14), we compute

the estimatesΩk(i) = CH
k Ψ̂k(i), whereΨ̂k(i) is an estimate of the matrixR−1

k (i)Ck generated by the following recursion:

Ψ̂k(i) = αΨ̂k(i− 1) + µh

(
Ψ̂k(i− 1)− rk(i)rH

k (i)Ψ̂k(i− 1)
)

(28)

with Ψ̂k(0) = Ck and0 < α < 1. To estimate the channel an iteration of a variant of the power method [17] is used:

ĥk(i) = (I− γ(i)Ωk(i))ĥk(i− 1) (29)

whereγ(i) = 1/tr{Ωk(i)}, where tr{·} stands for trace. We makêhk(i)← ĥk(i)/||ĥk(i)|| to normalize the channel.

5.2. Blind Adaptive Code-Constrained CM RLS-Type (CCM-RLS) Algorithm

Given the solution forwk in (10) we develop an algorithm that estimates the matricesR−1
k and (CH

k R−1
k Ck)−1 recursively,

reducing the computational complexity. Using the matrix inversion lemma and Kalman RLS recursions we have:

Gk(i) =
α−1R̂−1

k (i− 1)zk(i)rk(i)

1 + α−1rH
k (i)zk(i)R̂−1

k (i− 1)z∗k(i)rk(i)
(30)

R̂−1
k (i) = α−1R̂−1

k (i− 1)− α−1Gk(i)z∗k(i)rH
k (i)R̂−1

k (i− 1) (31)
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where Gk is the Kalman gain vector with dimensionM × 1, R̂k is the estimate of the matrixRk and 0 < α < 1 is

the forgetting factor. At each processed symbol, the matrixR̂−1
k (i) is updated and we employ another recursion to estimate

Γ−1
k (i) = (CH

k R−1
k (i)Ck)−1 as described by:

Γ̂
−1

k (i) =
Γ̂
−1

k (i− 1)

1− α
− Γ̂

−1

k (i− 1)γk(i)γH
k (i)Γ̂

−1

k (i− 1)
(1−α)2

α + (1− α)γH
k (i)Γ̂

−1

k (i)γk(i)
(32)

whereγk(i) = CH
k rk(i)zk(i). To estimate the channel and avoid the SVD onCH

k R−1
k (i)Ck, we compute an estimate of

Γk(i) = CH
k R−1

k (i)Ck as Γ̂k(i) = CH
k R̂−1

k (i)Ck and employ the variant of the power method introduced in [17]:

ĥk(i) = (I− γ(i)Γ̂k(i))ĥk(i− 1) (33)

whereγ(i) = 1/tr{Γ̂k(i)}. We makeĥk(i) ← ĥk(i)/||ĥk(i)|| to normalize the channel. The CCM linear receiver is then

designed as described by:

ŵk(i) = R̂−1
k (i)

[
d̂k(i)−CkΓ̂

−1

k (i)
(
CH

k R̂−1
k (i)d̂k(i)− ν ĥk(i)

)]
(34)

where d̂k(i + 1) = αd̂k(i) + (1− α)z∗k(i)rk(i) corresponds to an estimate ofdk(i). In terms of computational complexity,

the CCM-RLS algorithm requiresO(M2) to suppress MAI and ISI andO(L2
p) to estimate the channel, againstO(M3) and

O(L3
p) required by (7) and direct SVD, respectively.

6. PERFORMANCEEVALUATION AND COMPARISONS

To assess the performance of the proposed receiver and algorithms, we conducted several simulations. We consider the CCM

and the constrained minimum variance (CMV) [7] blind receiver design criteria with SG and RLS algorithms for parameter

estimation, and the linear [7], [8], [9], the traditional PIC detector [6], [12], [13], [14], [15], [16] and the new SIC and HIC

receivers with and without iterative detection (IT). For the traditional PIC receiver, the received signal at them-th stage is

described by

rk,m(i) = r(i)−
∑

j 6=k

Âj(i)b̂j,m−1(i)ŝj(i), m ≥ 1 (35)

whererk,1(i) = r(i), for m = 1 (the first stage),̂bj,m−1(i) is the detected symbol at stagem − 1 for userj and symboli,

Âj(i) is the j-th user amplitude estimate, theM × 1 effective signature estimate iŝsj(i) = Cjĥj(i). The channel estimate,

ĥk(i), for userk, is computed using a modified version of (14) which is given by:

ĥk(i) = min
h

hHCH
k R̃−1

k (i)Ckh (36)

whereR̃k(i) is defined as in (11) and (13) usingr(i) given by (3) in lieu ofrk(i). The adaptive recursions forwk(i) and

ĥk(i) can be derived in a straightforward way from section V, againusingr(i) in lieu of rk(i) in the definition ofzk(i) and

in expressions (25)-(34).
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The amplitude estimation procedure considers the optimization Âj(i) = arg minA E[||Ab̂j(i)ŝj(i) − r(i)||2] and employs

the following adaptive recursion

Âj(i + 1) = Â(i)− µ(Â(i)ŝH
j (i)ŝj(i)− b̂∗j (i)r

H(i)ŝj(i)) (37)

As in the SIC, IT-SIC, HIC and IT-HIC, the channel and amplitude estimation procedures as well as the design of the filters

wk are performed only at the first “pure PIC” stage.

The PIC and HIC receivers, as well as their IT versions, have been designed with two stages because our studies revealed

that this captured most of the gains of the structures and provided a good trade-off between performance and complexity.The

DS-CDMA system employs random sequences of lengthN = 16 and Gold sequences of lengthN = 31, SG algorithms are

normalized, all parameters are optimized for each scenario, and simulations are averaged over100 experiments. The channels

experienced by different users are i.i.d. whose coefficients for each user are obtained with Clarke’s model [19]. The results are

shown in terms of the normalized Doppler frequencyfdT (cycles/symbol) and use three-path channels with relativepowers

given by0, −3 and−6 dB, where the spacing between paths for each run is obtained from a discrete uniform random variable

between1 and2 chips. The channel estimation algorithms of [17] model the channel as an FIR filter and we employ a filter

with 6 taps as an upper bound for the experiments. In all figures, theBER (bit error rate) is averaged over the users.

To examine the convergence of the algorithms we use BER versus received symbols plots and consider a non-stationary

scenario where users enter and exit the system. In the experiments, shown in Figs. 3 and 4, the system starts with8 users all

with an averageEb/N0 = 15 dB and whose power distribution amongst the users for each run follows a log-normal distribution

with associated standard deviation of1.5 dB. At 1000 transmitted symbols,2 users exit and10 users enter the system and

power distribution amongst the users for each run is loosen and follows a log-normal distribution with associated standard

deviation of3 dB.

The results show that the CCM algorithms converge to a lower BER than CMV-based techniques and HIC receivers achieve

a performance superior to SIC, PIC and linear structures. Animportant feature of the proposed HIC schemes is that they gather

the strengths of the other schemes and its additional complexity is linear with the number of users.

Let us now consider the proposed IT-SIC receiver, evaluate the number of arbitrated branches that should be used in the

ordering algorithm and account for the impact of additionalbranches upon performance. We carry out a comparison of the

proposed low complexity user ordering algorithm against the optimal ordering approach, briefly described in Section IV-A,

that testsK! possible branches and selects the most likely estimate on the basis of the instantaneous CM cost function. We

designed the IT-SIC receivers withQ = 2, 4, 8 parallel branches and compared their BER performance versus number of

symbols with the SIC and the IT-SIC with optimal ordering, asdepicted in Fig. 5. The results show that the proposed low

complexity ordering algorithm achieves a performance close to the optimal ordering, whilst keeping the complexity reasonably

low for practical utilization. It can be noted from the curves that the performance of the new IT-SIC improves as the number of

parallel branches increase and that the gains in performance obtained through additional branches decrease asQ is increased,

resulting in marginal improvements for more thanQ = 4 branches. For this reason, we adoptQ = 4 for the remaining
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experiments because it presents a very attractive trade-off between performance and complexity. In Fig. 6, we illustrate the

channel estimation performance in terms of mean square error (MSE) for a system withK = 8 users. The number of parallel

branches for the IT receivers isQ = 4. The results show that the proposed IT-SIC receiver structure can provide improved

channel estimates compared to non IT-SIC receivers.

The performance of the proposed IT-HIC and IT-SIC receiversagainst the other schemes designed with the CCM criterion

is assessed in Fig. 7. The curves indicate that the proposed IT-HIC and IT-SIC structures are superior to the remaining receiver

architectures. In this regard, the IT-HIC slightly outperforms the IT-SIC, which is followed by the HIC, SIC, PIC and linear

detectors. It is worth mentioning that an advantage of the HIC structure over the SIC is that it attempts to equalize the

performance over the user population, whereas SIC schemes usually lead to non-uniform performance amongst the users.

The BER performance of the adaptive receivers and algorithms versusEb/N0 andK is illustrated in Fig. 8, where the power

distribution amongst the users for each run follows a log-normal distribution with associated standard deviation of1.5 dB. The

results (for1500 transmitted symbols) confirms that the proposed IT-HIC has the best performance, followed by the IT-SIC, the

HIC, the SIC, the PIC and the linear receivers. From the curves, we verify that the proposed IT detection used in conjunction

with SIC and HIC architectures can save up to3 dB in Eb/N0 for the same BER performance as compared to the proposed

SIC and HIC receivers. In terms of system capacity, the IT approach with SIC and HIC schemes can accommodate up to4

more users for the sameEb/N0 as compared to the HIC and SIC without IT. In comparison with other receiver techniques

such as the PIC and linear, the gains in performance are even more substantial.

7. CONCLUDING REMARKS

We have proposed blind adaptive and iterative interferencecancellation receiver structures for DS-CDMA systems in

frequency selective channels. The new blind adaptive detectors were designed on the basis of a code-constrained constant

modulus criterion and adaptive algorithms were described for parameter estimation. We presented a new hybrid receiver

architecture, denoted HIC, based on the combination of SIC and PIC scheme. A new iterative detection scheme based on the

instantaneous constant modulus criterion was also introduced and shown to provide a substantial performance enhancement

over conventional IC structures in scenarios of practical interest.

APPENDIX I

CONVERGENCEPROPERTIES

If we assume perfect interference cancellation at each SIC level, thek-th user detection filter is obtained by the minimization

of (9) in a system withK ′ = K − k + 1 active users. Under this assumption, the convexity of the cost function for each user

filter can be addressed using the analysis carried out in [9],[20]. Following the lines of [9], [20] we arrive at the condition

ν2|Ak|2|ĥH
k hk|2 ≥ 1/4 that ensures the convexity ofJCM (.) for thek-th SIC level in the noiseless case. Since the extrema of

the cost function can be considered for small noise levelσ2 a slight perturbation of the noise-free case [21], the cost function

is also convex for smallσ2 whenν2|Ak|2|ĥH
k hk|2 ≥ 1/4. Interestingly, if we assume ideal channel estimation (|ĥH

k hk| = 1)
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and ν = 1, the result reduces to|Ak|2 ≥ 1/4, which is the same found in [22]. For larger values ofσ2, we remark that the

term ν can be adjusted in order to make the cost functionJCM in (9) convex, as pointed out in [21].

APPENDIX II

ON THE USE OFRk FOR CHANNEL ESTIMATION

Using the perfect cancellation assumption as in Appendix I,and following the lines in [20], it can be verified that for the

k-th SIC level, the correlation matrixRk can be approximated byRk defined in (11) multiplied by a scalar factor plus a

noise-like term, that for sufficientEb/N0 has an insignificant contribution. Therefore, we conclude that the channel estimation

can be performed using matrixRk, as is done in (14), in lieu ofRk, since the properties of the matrixRk studied in [17],

[23] hold for Rk.

APPENDIX III

DERIVATION OF NORMALIZED STEP SIZE: CCM-SGCASE

To derive a normalized step size for the algorithm in (27), let us write, dropping the time index for simplicity, the constant

modulus cost functionJCM = (|wH
k rk|2 − 1)2 as as a function of (27):

JCM = (|Πk(wk − µwrkekz∗k)Hrk + (Ck(CH
k Ck)−1hk)Hrk|2 − 1)2 (38)

If we substituteΠk = I − (Ck(CH
k Ck)−1CH

k into the first term of (38) and useCH
k wk = hk we can simplify (38) and

obtain:

JCM = (|zk − µwekzkr
H
k Πkrk|2 − 1)2 (39)

Next, if we take the gradient ofJCM with respect toµw and equal it to zero, we have:

∇Jµw
= 2(|zk − µwekzkr

H
k Πkrk|2 − 1)

d

dµw
|zk − µwekzkr

H
k Πkrk|2 = 0 (40)

From the above expression it is clear that this minimizationleads to four possible solutions, namely:

µn.1
w = µn.2

w =
1

ekr
H
k Πkrk

, µn.3
w =

(|zk| − 1)

|zk|ekr
H
k Πkrk

, µn.4
w =

(|zk|+ 1)

|zk|ekr
H
k Πkrk

(41)

By computing the second derivative of (38) one can verify that it is always positive for the third and fourth solutions above,

indicating the minimum point. Hence, we chooseµw = (|zk|+1

|zk|ekrH
k

Πkrk
and introduce again the convergence factorµ0w

so that

the algorithms can operate with adequate step sizes that areusually small to ensure good performance, and thus we have

µw = µ0w

(|zk|+1)

|zk|ekrH
k

Πkrk
.
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