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Abstract

In this work we propose blind adaptive and iterative interference datioa (IC) receiver structures for direct sequence
code division multiple access (DS-CDMA) systems in multipath channelsode-constrained constant modulus (CCM) design
criterion based on constrained optimization techniques and adaptivétlatg®ifor receiver and channel parameter estimation are
described for successive IC (SIC) and parallel IC (PIC) deteaads a new hybrid IC (HIC) scheme in scenarios subject to
multipath fading. The proposed HIC structure combines the strengthseair]i8IC and PIC receivers and is shown to outperform
the conventional linear, SIC and PIC structures. A novel iterative tieteapproach that generates different cancellation orders
and selects the most likely symbol estimate on the basis of the instantanegmsim constant modulus (CM) criterion is also
proposed and combined with the new HIC structure to further enhamfm@pance. Simulation results for an uplink scenario assess
the algorithms, the proposed blind adaptive IC detectors against existegers and evaluate the effects of error propagation

of the new cancellations techniques.

1. INTRODUCTION

Multiuser detection is a set of techniques that deals withghppression of multiaccess interference (MAI), incregashe
capacity and the performance of CDMA systems [1]. The ogdtimaltiuser detector has been proposed by Vend [2],
however, its prohibitive complexity makes its deploymenfeasible and motivated the development of several suiapti
schemes that are amenable to implementation: the lineaari@]decision feedback [4] receivers, the successive ar@rte
canceller (SIC) [5] and the multistage detector or paratitdrference canceller (PIC) [6]. These suboptimal resrsivequire
the estimation of various parameters in order to carry otgrierence mitigation.

In most practical scenarios such as those subject to militfipaing channels, the parameter estimation of the recéias

to be computed adaptively in order to track the time-varyeh@nnel conditions. Amongst the existing adaptive paramet



estimation techniques, one can broadly divide them into tlesses: supervised and unsupervised (blind) methodsign t
context, blind adaptive parameter estimation methods baea reported in [7], [8], [9] along with linear detectordamave
proven to be very valuable techniques that can alleviatedleel for training sequences, increasing the throughpuétiictency
of wireless networks.

For uplink scenarios, SIC [5], [10], [11] and PIC [6], [121Ld], [14], [15], [16] receivers, which are relatively sinephnd
perform interference cancellation by sequentially oratieely removing MAI, are known to provide significant gaioser
RAKE and linear detectors. In this regard, the work on SIC Bitd detectors is very limited with respect to blind paramete
estimation in multipath, despite the effectiveness of ¢hatsuctures for the uplink.

The goal of this paper is to propose blind adaptive and iteraeceiver structures that employ algorithms based on the
code-constrained constant modulus (CCM) criterion. Kjirste describe a CCM design criterion for the receiver andvde
computationally efficient stochastic gradient (SG) andirsige least squares (RLS) type algorithms for receiver @rahnel
parameter estimation. Secondly, we present SIC and PIGtdeteand a new hybrid IC scheme, denoted HIC, that employ
a linear receiver front-end and an SG amplitude estimatigaridhm. The new HIC scheme uses a linear detection fradt-e
with a SIC architecture and multiple stages for IC such as Rivers, gathering the strengths of the linear, SIC a@ PI
receivers. The third contribution is a novel iterative (tBtection method for the proposed SIC receiver that gesedifferent
cancellation orders and selects the most likely symboheds on the basis of the instantaneous minimum constant losdu
(CM) criterion. The IT detection with the SIC scheme is thembined with multiple IC stages, resulting in an IT detegtio
with the new HIC structure that is shown to achieve very sl gains over conventional receivers.

This paper is organized as follows. Section 2 briefly dessrithe DS-CDMA communication system model. The linearly
constrained SIC, PIC and HIC receivers, the CCM designrarite the amplitude estimation and the blind channel estima
are presented in Section 3. Section 4 is devoted to the pedpitsrative SIC and HIC detection based on parallel ateitia
branches and the constant modulus criterion, whereaso8€stis dedicated to the derivation of adaptive SG algoritiamd
RLS type algorithms. Section 6 presents and discusses rtindagion results and Section 7 gives the concluding remafks

this work.

2. DS-CDMASYSTEM MODEL

Let us consider the uplink of a symbol synchronous binaryspkehift keying (BPSK) DS-CDMA system witK™ users,
N chips per symbol, and.,, propagation paths. It should be remarked that a synchrommgg! is assumed for simplicity,
although it captures most of the features of more realisimehronous models with small to moderate delay spreads. Th

baseband signal transmitted by theh active user to the base station is given by

oo

wi(t) = Ay Z bi (4)pr (t — iT) 1)

1=—00

whereby (i) € {£1} denotes the-th symbol for userk, the real valued spreading waveform and the amplitude &gedc

with userk arepy(t) and A, respectively. The spreading waveforms are expressegfy) = Zf;l a,(i)o(t —T.), where



ar(i) € {£1/V/'N}, #(t) is the chip waverformT is the chip duration andv = T'/T, is the processing gain. Assuming that

the receiver is synchronised with the main path, the coliigreemodulated composite received signal is

K Lp—1

r(t) =Y > hea(Bak(t — o) +n(t) (2)

k=1 1=0

wherehy, ;(t) and 7y, ; are, respectively, the channel coefficient and the delagcésd with thel-th path and the:-th user.
Assuming thatr, ; = IT, (the delays are multiples of the chip duration), the chaimebnstant during each symbol interval
and the spreading codes are repeated from symbol to synhieoteteived signat(t) after filtering by a chip-pulse matched
filter and sampled at chip rate yields thé-dimensional received vector

K
r(i) = > H (i) APyby(i) + n(i) ©)

k=1

where M = N + L, — 1, n(i) = [n1(i) ... nas(i)]7 is the complex Gaussian noise vector witin(i)nf! (i)] = oI, where
()T and (-)¥ denote transpose and Hermitian transpose, respecti#¢lystands for expected value, the user symbol vector
is br(i) = [bp(i + Ls — 1) ... bg(i) ... by(i — Ls + 1)]T , the amplitude of usek is Ay, the channel vector of usér is
hy, (i) = [Aro(@) ... hip,—1(8)]" . (2Ls — 1) is the ISI span, and th§2L, — 1)N) x (2L, — 1) diagonal matrixS;, with

N-chip shifted versions of the signature of user k is given by

Pk 0 0
0 px 0

Pe=t 0 @
0 0 ... Pk

wherepy, = [ax(1)...a,(N)]T is the signature sequence for the-th user, and thé/ x ((2L, —1)N) channel matrixH;, (i)

for userk is
hio(i) ... her,—1() 0 0

H, (i) = : E ®)
0 0 hro(i) ... hir,—1(7)
wherehy, (i) = hi1(iT.). The MAI comes from the nonorthogonality between the resmisignature sequences, whereas the
ISI spanL, depends on the length of the channel impulse response, Wwhighated to the length of the chip sequence. For

L,=1,Ly=1(oISl), forl < L, <N, Ly=2and forN < L, <2N, Ly =3.

3. LINEARLY CONSTRAINEDIC RECEIVER STRUCTURES

Let us describe the design of synchronous blind linearlystamed IC schemes. The proposed IC schemes in this paper
have a blind linear receiver front-end which is based on tidecconstrained constant modulus cost function [8], [9]this

section we propose a successive interference cancell@Ii@) receiver and an hybrid interference cancellatiorQHieceiver.



3.1. Successive Interference Cancellation (S C) Receivers

At each symbol, a SIC receiver select the strongest userdasiag power level order) and then sequentially regeeerat
and cancels the interference contribution of every userei éevel. For the SIC the number of levels refers to the nurobe

usersK. The received signal at thieth SIC level is described by
k—1 ) )
r(i) =r(i) — A;(1)b;(4)8;(4), k=1,2,... K. (6)
1

.
I

andr (i) = r(i), for k = 1 (the first user) A; (i) is thej-th user amplitude estimate, thé x 1 effective signature estimate is
§,(i) = C;h;(i), whereh; (i) is the channel estimate at leveland Cy, is a M x L, convolution matrix containing one-chip

shifted versions of thé-th user signature sequenpeg:

ak(l) 0
C = o ™)
ak(N)
L 0 CLk(N) ]

The SIC technique exploits the power level difference betwthe users and performs very well in scenarios without tigh
power control. However, it generally leads to non-uniforerfpormance amongst the users [5], [10], [11].

The proposed SIC receiver detects users in a multilevelidastising a blind receiver front-end. The receiver frontten
design determines an FIR filtev, () with M coefficients for usek, that provides a first estimate of the desired symbol as
given by

bio(i) = sgn(éR [wf(i)rk(i)}), k=1,2,... K ®)

whereR(-) selects the real part, sgh is the signum function andj (i) is the received signal at thieth SIC level given by
(6). Consider the received signa(:) and theM x L, matrix Cy.
The code constrained constant modulus (CCM) receiver peteamaectorw, (i) results from the minimization of the constant

modulus (CM) cost function [8], [9]

Jom = E|(Iwi (i)re(i)* — 1) 9)

subject to the linear constrain€} w,(i) = vhy(i), wherev is a constant to ensure the convexity of the CM-based receive

(see Appendix | for further discussion). Assuming that tharmel vectoih,, is known, the expression for the CCM receiver

is [9]:
wi(i) = Ry (3) [du(i) — Cu(CF R (1)Ci) " x
(CIR ()dk() —v ()| (10)
where
Re(i) = Ell () rirf (), (1)

du(i) = [z (i)ra (i), (12)



and

k(i) = wi (i)rx (). (13)

The asterisk denotes complex conjugation. We also notethieatight-hand side of (10) is still a function ef, (i) and the
channelh(i). Adaptive methods for the estimation of, (i) andhy (i) are presented in Section 5. The channel estimation
adopted here computes

hy,(i) = min hC R, *(i)Ch (14)

subject to ||h,|| = 1 and whose solution is the eigenvector corresponding to thémam eigenvalue of theL, x L, matrix
CHR; 'Cy. The use ofR;, given by (11) instead oR;, = E[r,(i)rf (i)], as in [17], avoids the estimation of boR; and
Ry, and shows no performance loss as verified in our studiesAppendix Il for further discussion). Unlike the original
channel estimator of [17], the proposed channel estimatitieme exploits SIC at theth stage to improve channel estimation.
It should be remarked that SIC renders itself naturally tpl@k IC and enhance channel estimates.

The amplitude estimation procedure considers the optiinizal ; (i) = min4 E[||Ab;(i)8;(i) — r;(i)||?] and employs the
following adaptive recursion

Aj(i 1) = A1) — p(A; (D3] (0)8; (1) — b5 (i)rf (1)85(3)) (15)

3.2. Hybrid Interference Cancellation (HIC) Receivers

The proposed blind iterative HIC receivers employs the Si@he first stage followed by multiple PIC stages. The symbol
estimates of the SIC stage, given by (8), are used as iniigkbns and are further refined by the PIC stages. fFtieuser
received signal at the SIC stage which corresponds to thestage of HIC receiver is given by (6) whereas for the renmajni
stages of the HIC receiver structure (PIC stages), thevedesignal is given by

P () = 1() = Y Aj(0)bjm—1(1)8; (i), m>2 (16)
J#k
Whereéjyl(i) = Ej(i) is the the symbol estimates of the SIC given by (8) ém;l,_l(i) is the detected symbol at stage— 1

(m > 2) for userj and symboli, which are given by
bro.m (1) = sgn(% {w,’j(i)rm(i)}), k=1,2,...,K ; m>2 (17)

We can clearly see the PIC concept expressed by (16) in cbitrdhe SIC concept in (6). In (16), for a given stageand a
desired usek, the multiple access interference estimate due to all lid#sired user is subtracted simultaneously from the
received signal while in (6) this interference cancellatis performed in a sequential fashion.

The amplitude and channel estimation procedures as welleadesign of the detection filtewg (i) are accomplished at the
first stage (SIC) and used throughout the HIC architectarshduld be remarked that SIC renders itself naturally tdaip

IC and enhance channel estimates.



4. ITERATIVE IC AND DETECTIONBASED ONPARALLEL ARBITRATION AND CONSTANT MODULUS CRITERION

Here we describe an iterative (IT) SIC detection schemedase¢he computation of different orderings and their explan
to enhance receiver performance. The proposed IT-SIC slgethen combined with multiple stages, resulting in theppsed

IT-HIC scheme that combines the strengths of linear, SIC, &id the proposed IT scheme.

4.1. Iterative SIC Receivers (IT-SC)

In the proposed IT-SIC detection scheme, depicted in Fighe blind channel estimates are provided to the bank of RAKE
receivers, whose outputs are used to compute differentrioggefor serial cancellation. The new IT approach gensréte
different orderings for interference cancellation, whick carried out in the following way. For ordering vectgr(l < ¢ < Q)
with K elements, that contains the cancellation order of each tleereceiver structure switches to the correspondiil
user blind adaptive linear detector and performs intenfeeesuppression.

The interference suppression is carried out at each stageibgar detector whose parameter veestqs(i) is designed with
the CCM criterion as given by (10) and provides an estimathetransmitted symbol through (8), wharg(i) is the observed
vector at stagé:. After linear interference suppression, the ukesignalx (i) is reconstructed, with the aid of channel and
amplitude estimates, and subtracted from the observaigmals-y (i) at thek-th stage. This procedure is repeated for Hie
users and th&) different orderings, yielding) detection candidates for every symhioand userk. The received signal for

the proposed IT scheme at theth level and ordering is described by:
k—1 R R
e (i) = v(i) = D Av, () (Dby, () (D8v, () (0) (18)
j=1

where v,(m) is the m-th index of the ordering vectov,. The amplitude estimation considers the optimizati&pq(j) =
min 4 E[HABvq(j)(i)évq(j)(i) — r?(z‘)\|2] and employs the following adaptive recursion
Av, iy (i +1) = Ay 5y (0) = 1Ay, () (D8Y () D)8y, (57 (@) = S, () ()87 (§)8y, (5 (0)) (19)
The strategy to select the ordering vectetsis to provide sufficiently different local maxima of the likeood function.
Unlike the related work of Barriac and Madhow [18] that enygld matched filters as the starting point, we adopt blindaline
receivers as the initial condition and the instantaneoustemt modulus cost function as the candidate selectid@riom. In
addition, we also consider the optimum ordering algorittsnaageneralization of our scheme. Let us consider the oglerin

vector for a@) = 4 branch IT scheme. The first vectog corresponds to a conventional SIC with users following aesing

power order and the remaining ordering vectogsare permutated versions ef as given by:
vy = Myvy (20)

where

M, = I, M, — Ox/a3r/a  I3kja

Ix/a Orc/4,3K/4



0 I
Ms=| 2 P M= (21)

Ix/2 Oxyo
1 ... 0

where0,, , denotes ann x n-dimensional matrix of zeros and the structures of the wegiM, correspond to phase shifts
regarding the cancellation order of the users. Specifictlse matrices perform the cancellation with the follayamder:IM;
follows vq; My with indicesK /4, K/4+41,...,K,1,..., K/4—1of vi ; M3 with indicesK /2, K/2+1,...,K,1,..., K/2—1

of vi; My with the reverse order of,. For more branches, additional phase shifts are applidunegpect to user cancellation
ordering. Note that different update orders were testdwbafih they did not result in performance improvements.

The CM cost function is then used to select the symbol estisnaind their corresponding amplitudes, resulting in a

performance very close to the MMSE, as indicated in our stdihe final outpuf)i(i) of the proposed IT-SIC receiver

chooses the best estimate of fjecandidates according to:
lAJ,(Qf) (i) = sgn [%( arg 1211(11?@ CJV[,?(@'))} (22)

where the best estimate is the valug(i) = w}(i)rf (i) that minimizesCM} (i) = (|z{(i)|*> — 1)?. The parameter)
must be chosen by the designer and our studies indicate(that4 achieves most of the gains of the new structure and
offers a good trade-off between performance and complekitythis regard, the optimal ordering algorithm is given by
E,(Cf)(i) = sgn [%(argminlgqgm CM,?(i))}, where the number of candidates@s= K! and is clearly very complex for
practical systems. The IT method employs the same filteraghew,,, for the Q orderings to compute the detection candidates

and requires additional arithmetic operations.

4.2. Iterative HIC Receivers (IT-HIC)

The proposed IT-HIC receiver employs the IT-SIC in the fitsige and multiple PIC stages to further refine the symbol
estimates. The received signal at th¢h user of the IT-SIC stage which corresponds to the firgestaf IT-HIC receiver is
given by (18)-(21) whereas for the remaining stages of theative HIC structure, the received signal is given by

ry, m - I‘ Z A j m— 1 (Z), m Z 2 (23)
J#k

Wherij 1(1) = B;f) (¢) which means that IT-HIC uses the symbol estimates of thelCT@ven by (22) as initial decisions

andb;,,_1(i) is the detected symbol at stage— 1 (m > 2) for userj and symboli, which are given by
Do (1) = sgn(éR {wf(i)rk,m(i)}), k=1,2,....,K m>2 (24)

The amplitude estimation and channel estimation procedseavell as the design of the detection filters(i) are accomplished

at the IT-SIC stage and used throughout the IT-HIC architect



5. BLIND ADAPTIVE CONSTRAINED ALGORITHMS

Due to the mobile radio propagation channel, which is sulieampairments like fading and multipath propagation, tise
of adaptive versions of multiuser receivers, coupled withainic estimation of the channel parameters, may presgmfisant
gains while they present limited complexity. Here we dészi$G and RLS algorithms for the blind estimation of the clednn

and the parameter vecter; of the SIC receivers using the CCM criterion.

5.1. Constrained Constant Modulus (CCM) SG Algorithm

To derive an CCM-SG algorithm let us consider the Lagrangiast function
Lo = (2@ = 1%+ 2R[(CFw(i) — hi(i) "2 (25)

wherez; (i) = w (i)ry(i) and X is a vector of Lagrange multipliers. An SG solution to (25 dze obtained by taking the

gradient terms with respect W (i) which yields the following recursion fow ():
Wi (i +1) = Wi (i) — pwVw:Lom (26)
Enforcing the constraints ow;, to be Cw(i + 1) = hy(i) and solving for the Lagrange multipliers we obtain:
Wi (i + 1) = T (Wi (i) — pwer (i) 2, (0) + Cr(CF Cr) ™ 'hy (i) (27)

wheree (i) = (|zx(i)|* — 1), I =I— Cy(CHC;)~'C{ . The normalized version of this algorithm is adopted in orde

to make easier the choice of the step size, also guarant&bdity. The algorithm utilizesu,, E (i;‘@z((il)zr’“ﬁ()i‘)ﬁgrk oL where
o, IS the convergence factor. To estimate the channel and akei&VD oanIj’R,;l(i)C,C required in (14), we compute

the estimate$2,,(i) = C¥,.(i), whereW, (i) is an estimate of the matriR, ' (/)Cj generated by the following recursion:

B1(6) = By (i = 1)+ pun (Bii = 1) = er (e () F4(i - 1) (28)

with \ilk(o) = C, and0 < « < 1. To estimate the channel an iteration of a variant of the powethod [17] is used:

hy (i) = (T — ()% (i) hy (i — 1) (29)

where~(i) = 1/tr{€2(i)}, where t{-} stands for trace. We make, (i) < hy(i)/||hs(i)|| to normalize the channel.

5.2. Blind Adaptive Code-Constrained CM RLS Type (CCM-RLS) Algorithm

Given the solution fosv in (10) we develop an algorithm that estimates the matrB;;js1 and (CkHR,glck)*l recursively,

reducing the computational complexity. Using the matrixeirsion lemma and Kalman RLS recursions we have:

Gi(i) = a 'R, (i - 1)z (2)r (0)
| 1+ o~ 'rH (i) 2, (DR (i — 1) 25 (6)re (4)

R (1) = o 'Ry (i — 1) — a1 G (4) 2 (D)rf ()R (i — 1) (31)

(30)



where G is the Kalman gain vector with dimensiol/ x 1, R, is the estimate of the matriR, and0 < a < 1 is
the forgetting factor. At each processed symbol, the md%r;}& (7) is updated and we employ another recursion to estimate
I, '(i) = (CHR, '(i)Cy)~! as described by:

o B0 B DO, (- 1)

T (Z) 2 n
: I—a (P (0 @), ()rali)

«

(32)

where~y, (i) = CHry(i)z(i). To estimate the channel and avoid the SVD @ff R; ' (i)Cx, we compute an estimate of
I'(i) = CHR, ' (i)Cy asTy(i) = CkHR,jl(i)Ck and employ the variant of the power method introduced in:[17]

hy (i) = (T =y ()% (i))hy(i — 1) (33)

where~(i) = 1/tr{T';(i)}. We makehy (i) «— hy(i)/||hx(i)|| to normalize the channel. The CCM linear receiver is then

designed as described by:
N A—1 ~ ~ ~
wi(i) = R () [dku) — by () (CF R (1)) — v hm))] (34)
where dy (i + 1) = ad(i) + (1 — a)z; (i)r(i) corresponds to an estimate @f;,(i). In terms of computational complexity,

the CCM-RLS algorithm require®(1/?) to suppress MAI and ISI an@(L2) to estimate the channel, agairgf)/*) and

O(Lf,) required by (7) and direct SVD, respectively.

6. PERFORMANCEEVALUATION AND COMPARISONS

To assess the performance of the proposed receiver andtlahgsrwe conducted several simulations. We consider thiel CC
and the constrained minimum variance (CMV) [7] blind reeeidesign criteria with SG and RLS algorithms for parameter
estimation, and the linear [7], [8], [9], the traditional@Hetector [6], [12], [13], [14], [15], [16] and the new SIC diIC
receivers with and without iterative detection (IT). Foetlraditional PIC receiver, the received signal at theh stage is

described by

e () =1(0) = Y A;j()bjm-1(D)8;(1), m>1 (35)
J#k
wherer;, 1 (i) = r(i), for m = 1 (the first stage)éjym,l(i) is the detected symbol at stage— 1 for user; and symboli,
A;(i) is the j-th user amplitude estimate, the x 1 effective signature estimate (i) = Cjﬁj(z‘). The channel estimate,
Bk(i), for userk, is computed using a modified version of (14) which is given by

hy,(i) = min h’ClR ' (i)C;h (36)

whereR (i) is defined as in (11) and (13) usingi) given by (3) in lieu ofr,(i). The adaptive recursions fav, (i) and
h (i) can be derived in a straightforward way from section V, agaimgr(i) in lieu of r, (i) in the definition ofz (i) and

in expressions (25)-(34).
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The amplitude estimation procedure considers the optiiizad (i) = arg min 4 E[HABj(i)éj(i) —r(i)||?] and employs
the following adaptive recursion

Aj(i+1) = A@) — p(A@)s] (D)8, (1) — b5 (0)x™ ()8, (0)) (37)
As in the SIC, IT-SIC, HIC and IT-HIC, the channel and amm#uestimation procedures as well as the design of the filters
wy, are performed only at the first “pure PIC” stage.

The PIC and HIC receivers, as well as their IT versions, ha@nkdesigned with two stages because our studies revealed
that this captured most of the gains of the structures andged a good trade-off between performance and complekitg.
DS-CDMA system employs random sequences of lemgth- 16 and Gold sequences of lengith = 31, SG algorithms are
normalized, all parameters are optimized for each scenanid simulations are averaged ou@f experiments. The channels
experienced by different users are i.i.d. whose coeffisiémt each user are obtained with Clarke’'s model [19]. Theltesare
shown in terms of the normalized Doppler frequenGy’ (cycles/symbol) and use three-path channels with relgtoweers
given by0, —3 and —6 dB, where the spacing between paths for each run is obtainedd discrete uniform random variable
betweenl and2 chips. The channel estimation algorithms of [17] model thanmel as an FIR filter and we employ a filter
with 6 taps as an upper bound for the experiments. In all figuresBEf (bit error rate) is averaged over the users.

To examine the convergence of the algorithms we use BER waexeived symbols plots and consider a non-stationary
scenario where users enter and exit the system. In the expets, shown in Figs. 3 and 4, the system starts Witisers all
with an average®, /Ny = 15 dB and whose power distribution amongst the users for eatioilows a log-normal distribution
with associated standard deviation o6 dB. At 1000 transmitted symbols? users exit and0 users enter the system and
power distribution amongst the users for each run is loosghfallows a log-normal distribution with associated startl
deviation of3 dB.

The results show that the CCM algorithms converge to a lowER Bhan CMV-based techniques and HIC receivers achieve
a performance superior to SIC, PIC and linear structuresnfortant feature of the proposed HIC schemes is that ththega
the strengths of the other schemes and its additional cotifypls linear with the number of users.

Let us now consider the proposed IT-SIC receiver, evalusenumber of arbitrated branches that should be used in the
ordering algorithm and account for the impact of additiobenches upon performance. We carry out a comparison of the
proposed low complexity user ordering algorithm against diptimal ordering approach, briefly described in SectiorA]V
that testsK'! possible branches and selects the most likely estimate edhis of the instantaneous CM cost function. We
designed the IT-SIC receivers wit) = 2,4,8 parallel branches and compared their BER performance vaeramber of
symbols with the SIC and the IT-SIC with optimal ordering, depicted in Fig. 5. The results show that the proposed low
complexity ordering algorithm achieves a performanceetosthe optimal ordering, whilst keeping the complexitysaaably
low for practical utilization. It can be noted from the cusvihat the performance of the new IT-SIC improves as the nuwibe
parallel branches increase and that the gains in perforenabtained through additional branches decreas@ &sincreased,

resulting in marginal improvements for more thgh = 4 branches. For this reason, we ada@pt= 4 for the remaining
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experiments because it presents a very attractive trddeetfveen performance and complexity. In Fig. 6, we illustritne
channel estimation performance in terms of mean square @8E) for a system withi' = 8 users. The number of parallel
branches for the IT receivers {3 = 4. The results show that the proposed IT-SIC receiver straotan provide improved
channel estimates compared to non IT-SIC receivers.

The performance of the proposed IT-HIC and IT-SIC receieayainst the other schemes designed with the CCM criterion
is assessed in Fig. 7. The curves indicate that the propdskEtid and IT-SIC structures are superior to the remainirggiesr
architectures. In this regard, the IT-HIC slightly outmeriis the IT-SIC, which is followed by the HIC, SIC, PIC andear
detectors. It is worth mentioning that an advantage of th€ Kiructure over the SIC is that it attempts to equalize the
performance over the user population, whereas SIC schesuadlylead to non-uniform performance amongst the users.

The BER performance of the adaptive receivers and algosittensus?;, /Ny and K is illustrated in Fig. 8, where the power
distribution amongst the users for each run follows a logywad distribution with associated standard deviatiorn 6fdB. The
results (for1500 transmitted symbols) confirms that the proposed IT-HIC hasbest performance, followed by the IT-SIC, the
HIC, the SIC, the PIC and the linear receivers. From the e verify that the proposed IT detection used in conjancti
with SIC and HIC architectures can save up3tdB in E,/N, for the same BER performance as compared to the proposed
SIC and HIC receivers. In terms of system capacity, the ITregpgh with SIC and HIC schemes can accommodate up to
more users for the samB, /N, as compared to the HIC and SIC without IT. In comparison witheo receiver techniques

such as the PIC and linear, the gains in performance are eves snbstantial.

7. CONCLUDING REMARKS

We have proposed blind adaptive and iterative interferecenecellation receiver structures for DS-CDMA systems in
frequency selective channels. The new blind adaptive tteteavere designed on the basis of a code-constrained obnsta
modulus criterion and adaptive algorithms were descritmdpfirameter estimation. We presented a new hybrid receiver
architecture, denoted HIC, based on the combination of SCRIC scheme. A new iterative detection scheme based on the
instantaneous constant modulus criterion was also intedland shown to provide a substantial performance enhamtem

over conventional IC structures in scenarios of practiotdrest.

APPENDIX |

CONVERGENCEPROPERTIES

If we assume perfect interference cancellation at each &l€l,Ithek-th user detection filter is obtained by the minimization
of (9) in a system withK” = K — k + 1 active users. Under this assumption, the convexity of the fimction for each user
filter can be addressed using the analysis carried out in[39], Following the lines of [9], [20] we arrive at the conidin
V2| A 2|hiThy|? > 1/4 that ensures the convexity df:(.) for the k-th SIC level in the noiseless case. Since the extrema of
the cost function can be considered for small noise leveh slight perturbation of the noise-free case [21], the casttion

is also convex for smal? when 2| A, |2hiThy|? > 1/4. Interestingly, if we assume ideal channel estimatigtf’t,| = 1)
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andv = 1, the result reduces tp4;|?> > 1/4, which is the same found in [22]. For larger valuesodf we remark that the

term v can be adjusted in order to make the cost functigri; in (9) convex, as pointed out in [21].

APPENDIXII

ON THE USE OFR, FOR CHANNEL ESTIMATION

Using the perfect cancellation assumption as in Appendand following the lines in [20], it can be verified that for the
k-th SIC level, the correlation matriR, can be approximated bR, defined in (11) multiplied by a scalar factor plus a
noise-like term, that for sufficienk, /Ny has an insignificant contribution. Therefore, we conclud the channel estimation
can be performed using matrRRy, as is done in (14), in lieu oRy, since the properties of the matriR;. studied in [17],

[23] hold for Ry,.

APPENDIX I

DERIVATION OF NORMALIZED STEP SIZE: CCM-SGCASE

To derive a normalized step size for the algorithm in (27)uke write, dropping the time index for simplicity, the coaust

modulus cost functio/cys = (|[wir|> — 1)? as as a function of (27):

Jonr = ([T (wy, — perrerzi) Py + (Cr(CH Cr) thy) oy |2 — 1)2 (38)

If we substituteIT, = I — (C,(CHC;)~'C} into the first term of (38) and us€}’w;, = h;, we can simplify (38) and
obtain:

Jou = (|2 — pwerzery Myrg? — 1) (39)
Next, if we take the gradient of,, with respect tou,, and equal it to zero, we have:

d
Vi, = 2(|zk — pwerziry Myrg|* — 1)W|Zk — pwerzery ry> =0 (40)

From the above expression it is clear that this minimizateauds to four possible solutions, namely:

1 (l2x] = 1) (l2x] +1)
n.1 n.2 n.3 n.4
P = ™ = » My = sy = (41)
ekrgﬂkrk |zk|ekrkHHkrk |zk|ekrfl'[krk

By computing the second derivative of (38) one can verifyt ih& always positive for the third and fourth solutions &bp

(zr |41
‘Zk‘ekrk{{r[krk

indicating the minimum point. Hence, we choqgsg = and introduce again the convergence fagigr so that

the algorithms can operate with adequate step sizes thatsarly small to ensure good performance, and thus we have

_ (lzrl+1)
Hw = Mo, \Zk\ek!‘kHHkrk'
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Fig. 5.
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N=31, K=8 users, f T=0.0001, Q=4
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Fig. 7.
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